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Abstract
The rise of Generative AI (GenAI) in knowledge workflows raises
questions about its impact on critical thinking skills and practices.
We survey 319 knowledge workers to investigate 1) when and
how they perceive the enaction of critical thinking when using
GenAI, and 2) when and why GenAI affects their effort to do so.
Participants shared 936 first-hand examples of using GenAI in work
tasks. Quantitatively, when considering both task- and user-specific
factors, a user’s task-specific self-confidence and confidence in
GenAI are predictive of whether critical thinking is enacted and
the effort of doing so in GenAI-assisted tasks. Specifically, higher
confidence in GenAI is associated with less critical thinking, while
higher self-confidence is associated with more critical thinking.
Qualitatively, GenAI shifts the nature of critical thinking toward
information verification, response integration, and task stewardship.
Our insights reveal new design challenges and opportunities for
developing GenAI tools for knowledge work.
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1 Introduction
Generative AI (GenAI) tools, defined as any “end user tool [...] whose
technical implementation includes a generative model based on deep
learning”,1 are the latest in a long line of technologies that raise
questions about their impact on the quality of human thought, a line
that includes writing (objected to by Socrates), printing (objected to
by Trithemius), calculators (objected to by teachers of arithmetic),
and the Internet.

Such consternation is not unfounded. Used improperly, technolo-
gies can and do result in the deterioration of cognitive faculties
that ought to be preserved. As Bainbridge [7] noted, a key irony
of automation is that by mechanising routine tasks and leaving
exception-handling to the human user, you deprive the user of the
routine opportunities to practice their judgement and strengthen
their cognitive musculature, leaving them atrophied and unpre-
pared when the exceptions do arise.

In response, research has begun looking closely at how different
activities are impacted by GenAI and the extent to which cognitive
offloading [8] occurs, and whether this may be an undesirable
thing. Some work has focused, for instance, on studying the effects
of GenAI use on memory (e.g., [1, 106]) and on creativity (e.g.,
[28, 100]). Moreover, design research has also been developing
interventions that improve the ability of people to think in certain
ways (e.g., [24]). We review these lines of work in Section 2.

In this paper, we focus on a higher-level concept that captures an-
other aspect of thought considered desirable and worthy of preser-
vation: critical thinking (defined in Section 2). The effect of the use

1While there is no broad consensus on how to define this now-common term, for
clarity we adopt this definition, a rationale for which is given in [115].
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of GenAI tools on critical thinking, as a direct object of inquiry, has
not yet been explored.

Moreover, we focus on critical thinking for knowledge work (as
conceptualised by Drucker [30] and Kidd [67]). Much research on
the effect of GenAI on thinking skills is focused on educational
settings, where concern for skill cultivation is most acute (e.g.,
the effect of GenAI code completion tools on programming and
computer science education [107]). As previously noted [116, 119],
critical thinking has been operationalised in detail in certain spe-
cific disciplines, such as academic history, clinical psychology, and
nursing. But the ostensible shifts in critical thinking behaviours
brought about by GenAI extend to a broad set of professions and
knowledge workflows —GenAI tools are nowwidely used in knowl-
edge work [13] — and little is known about the critical thinking
demands of these. We lack broad-based empirical examples of what
kinds of knowledge work activities are considered by professionals
to require critical thinking.

Recent work has motivated the need for critical thinking support
in AI-assisted knowledge work [116, 119]. It is motivated primarily
by the observation of the tendency of AI-assisted knowledge work-
flows to be subject to “mechanised convergence” [114], i.e., that
users with access to GenAI tools produce a less diverse set of out-
comes for the same task, compared to those without. This tendency
for convergence reflects a lack of personal, contextualised, critical
and reflective judgement of AI output and thus can be interpreted
as a deterioration of critical thinking.

However, we lack direct empirical evidence for an interpretation
that posits a connection between mechanised convergence and
critical thinking. Output diversity is a proxy for critical thinking,
and a flawed one. For instance, users who reuse GenAI output with-
out editing it may have nonetheless performed a critical, reflective
judgement in forming the decision not to edit it. Such reflective
thinking is invisible to measures that focus only on the ultimate
artefact produced. Without knowing how knowledge workers enact
critical thinking when using GenAI and the associated challenges,
we risk creating interventions that do not address workers’ real
needs.

In this paper, we aim to address this gap by conducting a survey
of a professionally diverse set of knowledge workers (𝑛 = 319),
eliciting detailed real-world examples of tasks (936) for which they
use GenAI, and directly measuring their perceptions of critical
thinking during these tasks: when is critical thinking necessary,
how is critical thinking enacted, whether GenAI tools affect the
effort of critical thinking, and to what extent (Section 3). We focus
on “enaction” (i.e., actions that are signals or manifestations) of
critical thinking rather than critical thinking per se, because critical
thinking itself as a pure mental phenomenon is difficult for people
to self-observe, reflect on, and report.

Concretely, we aim to answer two research questions:

RQ1 When and how do knowledge workers perceive the enaction
of critical thinking when using GenAI?

RQ2 When andwhy do knowledgeworkers perceive increased/decreased
effort for critical thinking due to GenAI?

With respect to RQ1 (Section 4), the study reveals that knowledge
workers engage in critical thinking when using GenAI tools primar-
ily to ensure the quality of their work. They define critical thinking

as setting clear goals, refining prompts, and assessing AI-generated
content to meet specific criteria and standards. Their reflective
approach involves verifying outputs against external sources and
their own expertise, especially in tasks that require higher accuracy.

The data identify key motivators for critical thinking: the desire
to enhance work quality, avoid negative outcomes, and develop
skills. However, several barriers inhibit this reflective process, in-
cluding lack of awareness, limited motivation due to time pressure
or job scope, and difficulty improving AI responses in unfamiliar
domains. Surprisingly, while AI can improve efficiency, it may also
reduce critical engagement, particularly in routine or lower-stakes
tasks in which users simply rely on AI, raising concerns about
long-term reliance and diminished independent problem-solving.

Regarding RQ2 (Section 5), GenAI tools appear to reduce the per-
ceived effort required for critical thinking tasks among knowledge
workers, especially when they have higher confidence in AI capa-
bilities. However, workers who are confident in their own skills
tend to perceive greater effort in these tasks, particularly when
evaluating and applying AI responses.

The data shows a shift in cognitive effort as knowledge workers
increasingly move from task execution to oversight when using
GenAI. While this shift “from material production to critical in-
tegration” has been observed in prior studies [114], such studies
are typically controlled studies in narrow domains with small par-
ticipant samples. Our data provides complementary evidence that
this also occurs in real-world use of GenAI tools, across a wide
variety of tasks and professions. For tasks like knowledge retrieval,
AI reduces effort by automating information gathering, but work-
ers must now invest more in verifying the accuracy of AI outputs.
Similarly, while AI simplifies content creation, workers still need
to spend time aligning outputs with specific needs and quality
standards.

Our paper makes the following contributions:

• We review the literature on interaction design interventions
for critical thinking, and studies of the effects of automation
on knowledge workflows (Section 2).

• We describe the development and deployment of a survey
for gathering empirical evidence for knowledge workers’
experiences and perceptions of the effect of GenAI on crit-
ical thinking (Section 3). We find that GenAI tools reduce
the perceived effort of critical thinking while also encour-
aging over-reliance on AI, with confidence in the tool often
diminishing independent problem-solving. As workers shift
from task execution to AI oversight, they trade hands-on
engagement for the challenge of verifying and editing AI
outputs, revealing both the efficiency gains and the risks of
diminished critical reflection (Sections 4 and 5).

• Drawing from our survey insights, we highlight how the
use of GenAI tools creates new challenges for critical think-
ing. We outline implications for designing GenAI to support
knowledge workers to enhance their awareness, motivation,
and ability to think critically (Section 6).
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2 Related Work
2.1 Critical thinking
We adopt the definition of critical thinking developed by Bloom et al.
[12, 54], a hierarchical taxonomy that characterises student learning
objectives into six types: knowledge (recall of ideas), comprehension
(demonstrating understanding of ideas), application (putting ideas
into practice), analysis (contrasting and relating ideas), synthesis
(combining ideas), and evaluation (judging ideas through criteria).

This definition of critical thinking is not uncontested. There are
multiple alternative frameworks [36–38, 104], and critical thinking
is sometimes also referred to as reflective thinking [26], though
not all scholars conflate them. There have been multiple proposals
for connecting and reconciling this multiplicity of frameworks
[32, 74, 96].

We adopt the Bloom et al. framework for multiple reasons. First,
as one of the earliest frameworks, it has strong support in the re-
search literature and wide adoption in education systems — its
definition of critical thinking has been widely influential, and has
withstood severe criticism and scrutiny [40]. Second, it is relatively
simple, having only six core dimensions (as opposed to, for instance,
the nuanced Paul-Elder framework [104] which consists of eight
“elements of thought”, ten “intellectual standards”, and eight “intel-
lectual virtues”). The simplicity of the Bloom et al. framework —
its small set of dimensions with clear definitions — renders it more
suitable as the basis of a survey instrument.

Critical thinking skills can be developed in sequential stages
[70, 98, 104]. Despite concerns about whether critical thinking can
be taught [138], research in education has developed a number of
approaches to teaching critical thinking [104, 139], such as struc-
tured argumentation exercises [25, 70, 72, 133]. Critical thinking
can be measured through self-, peer-, or expert evaluation [66], us-
ing a range of questionnaires [35, 65, 73, 145, 146], justified multiple
choice questions, structured essays, protocols for whole-portfolio
assessment, task observation, and peer interaction [34, 105]. In our
study, we apply a one-item five-point scale assessment for each
of the six cognitive activities associated with critical thinking (six
items in total, see Section 3.1.3), similar to previous work (e.g.,
Alaoutinen and Smolander [3]).

2.2 Design research for critical and reflective
thinking

Previous research has investigated how interaction design can
encourage critical or reflective thinking. Various dimensions of
the space of critical thinking interventions have been explored.
For instance, whether the system should be proactive, i.e., intro-
duce critical thinking prompts without an explicit user request
[69, 109]. Or the extent to which user participation and engage-
ment is important in creating critical thinking outcomes, e.g., pre-
senting AI explanations as questions rather than statements im-
proves logical discernment [24], questions also improve critical
reading [110, 142], attention checks promote systematic thinking
[49], conflict-filled discussion induces critical thinking [78], and
in general increased engagement results in behavioural changes
[82, 92]. Research has explored the effectiveness of gamification of
critical thinking [31, 91, 129]. Research has also explored the extent

to which interventions ought to be presented in an agentised or
anthropomimetic manner [99, 131, 141].

There are domains and activities, some of which are relevant to
common knowledge workflows, where critical thinking interven-
tions have been heavily studied. For example, design for critical
thinking can aid in the prevention and verification of misinfor-
mation, e.g., through structured thinking aids [50, 51], analytical
thinking nudges [143], worksheets and group discussion [136], and
gamification [129]. Or in writing, ideation and argumentation tools,
such as through visualising argument structure [126, 133], reflect-
ing on future scenarios [132], ideation and evaluation support [45],
assessing risks in research impact statements [94]. Another com-
mon area for reflective thinking interventions is in mental health
and wellbeing, e.g., to support cognitive reappraisal [71], reduce
compulsive smartphone use [80, 81], improve time management
[55], create journaling prompts [97], encourage reflection on book
highlights [61], support prayer [75], coaching for leadership growth
[4], and reflection on cherished objects [57]. Critical thinking inter-
ventions have also been explored in data analysis [44, 48].

Overreliance, defined as “users accepting incorrect recommen-
dations, i.e., making errors of commission” [102], is closely related
to (the lack of) critical thinking. Buçinca et al. [17] found that “cog-
nitive forcing functions” such as requiring the user to wait before
receiving AI output, or to make interactive updates to AI output, sig-
nificantly reduce overreliance compared to simpler AI explanations.
Though there is overlap, overreliance is not strictly the same prob-
lem as (and is perhaps a special case of) a lack of critical thinking.
A lack of critical thinking may also manifest through accepting a
solution that merely meets a baseline aspirational threshold [6, 119]
— in such cases, the AI solution is correct (albeit potentially of poor
quality) and therefore not overreliance, strictly speaking.

Collectively, these can inform design interventions to support
critical thinking for knowledge workers. Still, these systems and
tools do not engage with how the need for critical thinking support
changes due to shifts in workflow caused specifically by the use of
GenAI. We also lack empirical foundations for understanding how
knowledge workers enact critical thinking in real-world GenAI
workflows.

2.3 Effects of automation on thinking and
knowledge workflows: writing and memory

Effects on writing. Generative AI tools like Copilot and Chat-
GPT can boost writing productivity by assisting with tasks such
as content generation, idea creation, and stylistic editing, helping
both expert and novice writers [18, 84, 112, 135]. However, there
are concerns that novice writers may become overly reliant on
these tools, potentially impairing their long-term skill development
by bypassing critical writing processes such as constructing log-
ical arguments and understanding subject matter [14, 53, 63, 64].
To mitigate this, using GenAI for individualised, content-focused
feedback may help novice writers develop writing skills while im-
proving productivity [58, 86, 144]. Although human feedback has
traditionally been necessary for effective self-improvement, the
integration of AI into tools like Microsoft Word could democra-
tise access to writing skill development by providing consistent,
low-cost feedback [2, 123]. Early studies suggest that AI-generated
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feedback can improve writing quality and logical structure, espe-
cially for lower-performing students and less confident English
learners [79, 101, 128, 135]. Thus, equipping AI tools with better
feedback mechanisms could foster long-term writing skill develop-
ment while addressing inequalities in access to writing education
[2, 79], and enable humans and AI to interact over time to maximise
both productivity and learning outcomes [128, 135].

Effects on memory. While GenAI and conversational search en-
gines can streamline tasks like literature reviews, some fear that out-
sourcing this work could harm our ability to learn and remember, in
what is sometimes referred to as “digital amnesia” [47, 111], though
evidence for this effect is largely inconclusive [19, 21, 27, 127]. Re-
search shows that summarising material and follow-up writing
practice enhance memory by integrating new knowledge with ex-
isting knowledge [62, 93, 134], but real-world summary writing is
often passive and ineffective [15, 16, 41, 121, 140], and thus may
not improve recall in comparison to simply re-reading the text
[124]. GenAI tools like ChatGPT and Copilot can mitigate these
drawbacks, especially for less experienced learners, by providing
high-quality summaries upon which collaborative, self-monitored
writing tasks can be conducted [120, 125]. Cognitive science shows
that effective learning requires “grounding” information through
multiple perspectives and examples [10, 11, 68], and GenAI can
offer personalised analogies to aid this process [77, 90].

In summary, previous work has defined critical thinking and
investigated ways to develop and measure this skill in educational
settings. Separately, design research has investigated ways of devel-
oping technology that induces critical reflection. It has also been
found that AI tools can significantly impact common knowledge
workflows, such as writing. However, there is a gap in understand-
ing knowledge workers’ perceptions of how GenAI affects their
enaction of critical thinking, and the effort of doing so, across a
broad range of use cases. This is the gap we address with our survey.

3 Method
To answer our research questions — when and how knowledge
workers perceive the enaction of critical thinking when using
GenAI (RQ1), and when and why do knowledge workers perceive
increased/decreased effort for critical thinking due to GenAI (RQ2)
— we conducted an online survey on the Prolific platform2 to study
knowledge workers’ experiences with critical thinking when using
GenAI tools for their work.

To ensure participants fully understood the scope and meaning
of our questions on critical thinking, as part of the survey study
onboarding, they were introduced to the concept of critical think-
ing in the context of using GenAI through concrete examples of
how critical thinking could be applied at various levels of Bloom’s
taxonomy (e.g., checking the tone of generated emails, verifying
the accuracy of code snippets, and assessing potential biases in
data insights). These examples served to sensitise participants to
the various dimensions of critical thinking while avoiding concep-
tualising critical thinking too narrowly. These acted as “cognitive

2https://prolific.co/

priming”, helping participants better understand the concept of crit-
ical thinking, thus soliciting better recognition of critical thinking
behaviours in participants’ daily GenAI use.

In total, we received 319 survey responses, in which participants
shared a total of 936 real-world examples where they used a GenAI
tool for their work, and shared how critical thinking played a role
in these tasks.

To answer RQ1, we created an explanatory regression model
with a dependent variable measuring whether participants perceived
the enaction of critical thinking when using GenAI tools for the tasks
they shared, and independent variables corresponding to two sets
of factors that we hypothesised might correlate with the tendency
to engage with tasks critically: 1) task factors: measures about
the task at hand — e.g., task type, confidence in doing the task. 2)
User factors: measures about users — e.g., age, gender, occupation,
tendency to reflect in work, and trust in GenAI. In addition, we
analysed participants’ motivators and inhibitors for critical thinking
from their free-text responses.

To answer RQ2, we create explanatory regression models with
dependent variables measuring whether participants perceived dif-
ferent cognitive activities constituting critical thinking (e.g., breaking
down a problem, putting together ideas) to be more or less effortful
when using a GenAI tool for the tasks compared to when not using
one. Independent variables included the same set of factors as for
RQ1 above. We also analysed participants’ free-text responses to
understand why they perceived these cognitive activities as more
or less effortful due to GenAI.

3.1 Survey Design
To model the relationship between task and user factors as they
relate to critical thinking activities, we designed a survey as follows
(see Appendix A.1 for the complete survey).

3.1.1 Task-Related Factors. Prior studies have shown that knowl-
edge workers apply GenAI tools for a range of tasks and express
different needs while doing these tasks [13], and that their perceived
confidence in themselves and AI doing the tasks can influence their
use and reliance on the tool [20, 22, 83, 130]. We hypothesised that
factors relating to the user’s task, including task type, confidence
in themselves, and AI doing the task, could affect their critical
thinking.

Task type. Brachman et al. [13] classify knowledge workers’ cur-
rent usage of GenAI tools into nine types (See Table 1), grouped
into three major categories: 1) for creation, 2) to find or work
with information, 3) to get advice. This taxonomy offers clear
distinctions among the major categories of task type, which we
hypothesised would correlate with users’ critical thinking due to
differing objectives and requirements. We follow Brachman et al.
[13]’s taxonomy and operationalise their task type categorisation in
our survey, focusing on the major categories. For each GenAI tool
use example, participants were first asked to describe in detail the
task they did (i.e., Please tell us: 1) what you were trying to achieve,
2) in what GenAI tool, and 3) how you used the GenAI tool, including
any prompts.). Then, they were asked to pick one of the nine task
types that best described their task. Using this information, we

https://prolific.co/
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Table 1: Categories and sub-categories for GenAI tool usage [13].

Category Sub-category Description
Creation Artefact Generate a new artefact to be used directly or with some modification

Idea Generate an idea, to be used indirectly
Information Search Seek a fact or piece of information

Learn Learn about a new topic more broadly

Summarise Generate a shorter version of a piece of content that describes the
important elements

Analyse Discover a new insight about information or data
Advice Improve Generate a better version

Guidance Get guidance about how to make a decision
Validation Check whether an artefact satisfies a set of rules or constraints

classified each example as creation, information, or advice, per the
Brachman et al. [13] taxonomy.

Task confidence. Guided by prior studies on user confidence in
AI-assisted decision-making [20, 85, 130], for each self-reported
task we consider three aspects of user confidence: 1) confidence in
self (i.e., How confident are you in your ability to do this task without
GenAI?), 2) confidence in GenAI (i.e., How confident are you in the
ability of GenAI to do this task?), and 3) confidence in evaluation
(i.e., How confident are you, in the course of your normal work, in
evaluating the output that AI produces for this task?). Participants
rated each aspect of confidence on a five-point scale ranging from
“not at all confident” (1) to “extremely confident” (5).

3.1.2 User factors. We hypothesised that participants’ general ten-
dency to reflective thinking and trust in GenAI would affect their
baseline critical thinking awareness and practice, and adapted vali-
dated instruments from prior work to measure this.

Tendency to reflect on work. We use Kember et al. [65]’s Reflec-
tive Thinking Inventory to measure participants’ baseline tendency
to think reflectively. Reflective thinking is closely related to crit-
ical thinking (Section 2) and the Kember et al. inventory can be
interpreted as a proxy for the disposition to think critically [38].

Trust in generative AI. We measure participants’ overall trust in
GenAI, which has been shown to correlate with users’ attitudes
and adoption of the use of the technologies [43, 76]. To that end,
we adapted the six-item Propensity to Trust Technology scale [56],
replacing the word “technology” with “GenAI”.

Gender, age, and occupation. We collect demographic informa-
tion, including gender, age range and occupation. For occupation,
participants self-selected the most appropriate occupation cate-
gory from the Occupational Information Network (O*NET)’s oc-
cupational listings3. We classify occupations as being in risk of
automation based on the economic analyses of Ghosh et al. [42],
including the categories of Office and Administrative Support, Sales
and Related, Computer and Mathematical, Business and Financial
Operations, and Arts, Design, Entertainment, Sports, and Media.

3.1.3 Critical Thinking, Associated Cognitive Activities, and Effort.

3A list of 23 occupation categories listed as “Major Group” in https://www.onetcenter.
org/taxonomy/2019/structure.html

Perceived enaction of critical thinking. A key dependent variable
of RQ1 — when knowledge workers perceive the enaction to think
critically — was answered using a pair of questions, first asking
whether participants perceived that they had performed critical
thinking for that task (a binary yes/no question), followed by a free
text question asking them to justify their response. If participants
answered “yes” to the first question, they were asked to elaborate
why and how they enacted critical thinking in free text (i.e., Please
share one real-world example when you applied the critical thinking
tactic(s) to this task, and explain why you did critical thinking.), as
well as the challenges, if any, they faced while doing so (i.e., When
applying this critical thinking tactic during your use of GenAI tool,
have you ever encountered any challenges and obstacles?). If the
participants answered “no” to the question, they were asked to
elaborate on why they did not think critically for the task, in free
text.

Perceived effort in critical thinking: Bloom’s taxonomy. As dis-
cussed in Section 2, we selected Bloom’s taxonomy as the frame-
work to operationalise the measurement of critical thinking activ-
ities [12]. The taxonomy includes six different levels of cognitive
activities: Knowledge (i.e., recall), Comprehension (i.e., organis-
ing/translating ideas), Application (i.e., problem-solving), Analysis
(i.e., breaking down a problem), Synthesis (i.e., putting together
ideas), and Evaluation (i.e., evaluating and quality checking). See
Table 2 for more details.

For each task example, participants were asked if, and howmuch,
the use of the GenAI tool changed the effort of critical thinking
activities compared to when they did not use the AI tool. We used
the five-point scale “much less effort”, “less effort”, “about the same”,
“more effort”, to “much more effort” (which we code as integers
ranging between −2 and +2). Participants could choose “N/A” if
they thought that a cognitive activity was not relevant to the task.
Finally, participants were asked to elaborate in free-text why they
had marked any critical thinking activities as requiring more or
less effort with GenAI.

3.2 Study Setup and Recruitment
We recruited participants through the Prolific platform who self-
reported using GenAI tools at work at least once per week. This
criterion ensured the study focused on knowledge workers with
direct, ongoing experience integrating GenAI tools into their day-
to-day work tasks. We received 333 responses but excluded 14 from

https://www.onetcenter.org/taxonomy/2019/structure.html
https://www.onetcenter.org/taxonomy/2019/structure.html
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Table 2: Cognitive activities defined in Bloom’s taxonomy [12].

Cognitive activity Description
Knowledge Recognising or remembering facts, terms, basic concepts, or answers
Comprehension Organising, summarising, translating, generalising, giving descriptions, and stating the main ideas
Application Using acquired knowledge to solve problems in new situations

Analysis Examining and breaking information into component parts, determining how the parts relate to one
another, identifying motives or causes, making inferences, and finding evidence to support generalisations

Synthesis Building a structure or pattern from diverse elements; putting parts
together to form a whole or bringing pieces of information together to form a new meaning

Evaluation Presenting and defending opinions by making judgements about information, the validity of ideas,
or quality of work based on a set of criteria

Table 3: Participant demographics.

Dimension Sub-dimension Participants
Gender Man 159 (49.84%)

Woman 153 (47.96%)
Non-binary/gender diverse 5 (1.57%)
Prefer not to say 2 (0.63%)

Age 18-24 86 (26.96%)
25-34 143 (44.83%)
35-44 62 (19.44%)
45-54 21 (6.58%)
55+ 7 (2.19%)

GenAI ChatGPT 309 (96.87%)
tool use* Microsoft Copilot (website) 74 (23.20%)
(top 5) Gemini (website) 69 (21.63%)

Copilot in Microsoft products (e.g., Word) 60 (18.81%)
Gemini in Google products (e.g., Google Slides) 49 (15.36%)

Occupation Computer and Mathematical 59 (18.50%)
(top 5) Arts, Design, Entertainment, Sports, and Media 44 (13.79%)

Office and Administrative Support 38 (11.91%)
Business and Financial Operations 35 (10.97%)
Educational Instruction and Library 23 (7.21%)

Country United Kingdom 37 (11.60%)
of residency Canada 25 (7.84%)
(top 5) United States 20 (6.27%)

South Africa 18 (5.64%)
Poland 17 (5.33%)

*participants selected all the GenAI tools they use at work

the analysis due to low response quality (i.e., low-effort free-text
responses). For the remaining 319 responses, participants spent an
average of 43.19 minutes (STD=23.13) in completing the survey. The
319 participants (159 men, 153 women, 5 non-binary/gender diverse,
2 prefer not to say) came from diverse age groups, occupations, and
countries of residence (see Table 3). Participants were compensated
with GBP £10 for completing the study. Our study protocol was
approved by our institution’s ethics and compliance review board.
All participants were briefed and signed a consent form.

3.3 Analysis Procedure
In our survey, participants were asked to share three real examples
of their GenAI tool use at work. To increase the variety of examples
collected, participants were asked to think of three different exam-
ples, one for each task type: Creation, Information, and Advice (see
Section 3.1.1). Then, participants were asked to share an example
of each task type in detail. The order of task types was randomised
to avoid order and fatigue effects. For each example, as mentioned,

we measure participants’ perceived enaction of critical thinking,
perceived effort in critical cognitive activities, and perceived confi-
dence. All participants shared three examples. However, they were
allowed to skip any task type they did not have experience of and
substitute another task type — e.g., a participant could share two
examples about Creation and one example about Advice, if they
had no experience of an Information task.

After participants shared three examples of using GenAI tools,
the survey assessed their overall reflective thinking tendency, trust
in GenAI, and demographic details such as gender, age group, and
occupation.

We employed quantitative and qualitative analyses, guided by
our research questions. Both RQ1 — when and how do knowl-
edge workers perceive the enaction of critical thinking when using
GenAI? — and RQ2 — when and why do knowledge workers per-
ceive increased/decreased effort for critical thinking due to GenAI?
— were answered via both quantitative and qualitative analysis (See
Figure 1 for an overview of our approach).

3.3.1 Dataset Cleaning and Overview. Our 319 participants shared
a total of 957 real-world examples of their use of GenAI tools at
work. We removed 11 examples lacking sufficient detail to analyse
(e.g., brief or vague examples like “To build my portfolio.”). We also
removed 11 examples for which a participant shared duplicated or
non-GenAI tool use examples in their responses.

We retained 936 examples, including 374 (39.96%) related to
Creation, 303 (32.37%) related to Information, and 259 (27.67%)
related to Advice. Our participants self-reported to have enacted
critical thinking for 555 (59.29%) of the examples they shared, and
perceived critical thinking activities, overall, to require less effort
when using a GenAI tool compared to when not using one (see DV
distribution in Table 4).

3.3.2 Quantitative Analysis. To model the relationship between
task and user factors (independent variables) with (1) a binary mea-
sure of users’ perceived enaction of critical thinking and (2) six
five-point scales of users’ perceived effort in cognitive activities
associated with critical thinking, we respectively fit (1) one random-
intercepts logistic regression model and (2) six random-intercepts
linear regression models. To account for repeated measures, we in-
clude Participant ID as a random intercept term. For all categorical
variables, we selected the most common factor level as the base-
line reference. To correct for multiple comparisons, we apply the
Benjamini–Hochberg procedure [9] with a total of 98 hypothesised
predictors across the seven models, yielding a corrected p-value
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Figure 1: Schematic overview of the survey design and our corresponding analysis approach.

threshold of 0.007. We adjust the p-values accordingly and report
significant effects based on these corrected values.

Table 4 summarises the seven models and reports the corrected
p-values. For interpretability, we computed z-scores to standardise
each numeric user factor (i.e., overall tendency to reflect, overall
trust in GenAI). Thus, a positive coefficient implies the increase in
log odds (in the logistic regression model) or the value (in the linear
regressionmodels), for every one standard deviation increase of that
factor. A negative coefficient implies the opposite. For confidence
scales (i.e., confidence in self, confidence in GenAI, confidence in
evaluation), a positive coefficient is the increase in log odds/values
for every one-point increase above the base score (1: not at all confi-
dent), and a negative coefficient implies the opposite. For categorical
and binary factors (i.e., task type, gender, age group, occupation
in risk of automation), the coefficient is the predicted difference in
log odds/increase of the values for a given factor level relative to a
baseline level. Positive coefficients imply increased log odds/values
relative to the reference level and vice versa.

3.3.3 Qualitative Analysis. Guided by our research questions, we
open-coded [23] participants’ free-text responses on i) why they
did or did not think critically when using GenAI tool for the task,
ii) why they perceived more or less effort to perform critical think-
ing activities with the GenAI tool. One researcher performed the
initial coding on 50 survey responses in discussion with three
other researchers to iteratively construct a codebook. Another re-
searcher joined the coding process when the initial codebook was
constructed, and was trained with the initial codebook. The two
researchers then coded the remaining 269 survey responses. All re-
search teammembers regularly met and discussed emerging themes
during the coding process. Disagreements were negotiated and re-
solved at each stage, using negotiated agreement best practices
[87]. We report our findings in Sections 4 and 5, and include the

codebook in Appendix Table 5. We also report on how frequently
participants discussed the identified themes.

4 Findings for RQ1: When and how do
knowledge workers perceive the enaction of
critical thinking when using GenAI?

To answer RQ1, we investigated how knowledgeworkers define crit-
ical thinking (Section 4.1), and when (Section 4.2) and why (Section
4.3) they enact critical thinking in their use of GenAI tools. Quali-
tatively, we found that knowledge workers view critical thinking
as ensuring the objectives and quality of their work. Through our
quantitative analysis of when knowledge workers do critical think-
ing, we found their confidence in themselves doing and evaluating
the task, and their general tendency to reflect on work strongly
correlated with their perceived enaction of critical thinking. We
also found a negative correlation between the perceived enaction of
critical thinking and their confidence in AI doing the task. Finally,
we qualitatively analysed participants’ free-text responses to un-
derstand why they do or do not enact critical thinking, identifying
three key motivators (work quality, potential negative outcomes,
skill development) and three inhibitors (awareness, motivation,
ability) for critical thinking.

4.1 How knowledge workers enact critical
thinking

We first explored knowledge workers’ definition and perceived en-
action of critical thinking by examining the activities they describe
as performing critical thinking. While our participants worked
across diverse occupations, the common denominator was that
they viewed critical thinking in their GenAI tool use as cognitive
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activities performed to ensure the quality of AI responses, and
intentionality while using the tools.

We mapped our findings to each phase of knowledge workers’
GenAI tool workflow. We classified knowledge workers’ critical
thinking practices into 1) goal and query formation, 2) inspect
response, and 3) integrate response. Our analysis is based primarily
on workflow characterisations from previous work [29, 46, 130],
though more general frameworks for human cognitive problem
solving [137] and problem solving with AI [60, 89, 108] are also
related.

4.1.1 Goal and query formation. During goal and query formation,
participants enact critical thinking through prompt optimisation to
produce the responses they desire. They also enact critical thinking
by “taking a step back” to consolidate their goals and queries to the
tools. These phenomena correspond to the goal and query formula-
tion phases in the iterative goal satisfaction framework proposed
by Drosos et al. [29].

Form goal (6/319). Before engaging with a tool, knowledge work-
ers reflect on their goals, needs and intents, and identify a need
for assistance where the GenAI tool could be applied. For example,
when P140 tried to learn the functionality of a code snippet through
ChatGPT, he saw critical thinking as the need to “analyze what my
goal was and how I was going to achieve it... I had to first learn what
was I going to use in order to make progress.” Similarly, participants
defined critical thinking as setting clear goals in mind before using
GenAI tools to generate images (e.g., P14) and ideas for a report
(e.g., P2).

Formation of intentions applies to other computational tools and
is not unique to GenAI. However, as emphasised in the generative
AI metacognitive framework proposed by Tankelevitch et al. [130],
critical thinking in the form of goal setting is particularly relevant
due to its direct connection with the process of “forming queries” —
users must first establish clear goals to effectively generate queries
for the tool.

Form query (30/319). Some knowledge workers enacted critical
thinking by creating or revising prompts to GenAI tools to get the
desired response. With a goal in mind, knowledge workers create
queries that further clarify the final deliverables for the tool. For
example, when P97 tried to create an art piece for her website, “[I]
was reflective when it came to giving the correct prompts, in order to
get the correct result a correct description needs to be given.”

The process of iterating on a prompt may help clarify knowledge
workers’ goals and provide an opportunity for enacting critical
thinking. For instance, when a teacher (P19) generated an image
with DALL-E for her presentation about hand washing at school: “I
noticed it was missing soap dispensers. So I changed my prompt to
include them and tried again... By thinking about what the image
really needed to show, I got a much better result from the AI for my
presentation.”

4.1.2 Inspect response. Prior work has identified the work of under-
standing and evaluating GenAI output as a key aspect of working
with GenAI [29, 46, 114, 130]. Participants also enacted critical
thinking by assessing if a GenAI output meets certain criteria and
standards, or if the information it contains is verified or verifiable.

They applied multiple types of quality criteria and verification
approaches.

Ensure quality through objective criteria (125/319). When applica-
ble, knowledge workers evaluate the GenAI output with objective
criteria (which we define as those that are straightforward to articu-
late and apply4), such as if the output complies with their queries, or
if the generated artefact is functional (e.g., generated code compiles
without errors). For example, when P278 prepared a specification
document for her client with ChatGPT, “I had to make sure each
piece of text generated met the requirements of the client based on
criteria [in the prompt] like colour palette, and people in photos -
male/female, skin tone, etc.” Similarly, when asking for a content
summary, knowledge workers ensure the response is “properly tak-
ing all info into account” (P177) and check “whether the AI added
irrelevant content and if it changed up my main point of the letter”
(P144). Artefacts such as program code can be tested for quality
using other software tools such as compilers, or runtime environ-
ments such as browsers. For example, P308 asked Claude to write
code for her web application, and had “to make sure it runs without
error and then observed how it functioned.”

Ensure quality through subjective standards (77/319). Knowledge
workers also evaluate GenAI output through response-specific sub-
jective quality standards, some of which reflect what Paul and Elder
[103] refer to as “intellectual standards” in thinking. Some partici-
pants evaluated the real-world feasibility of any suggestions. For
example, when P297 looked into her social service work for people
with mental health disorders and learning disabilities, she had to
“really think about whether the answer the GenAI tool gave me would
be easily transferrable to real life situations in social care... not every
company has the budget and necessary equipment to provide this
most of the times.” Others evaluated the internal logic of the AI
response. For instance, when a forex and commodities trader (P10)
used ChatGPT to “generate recommendations for new resources and
strategies to explore to hone my trading skills, I evaluated whether
the stated ideas flowed logically.” Participants also evaluated the
relevance of the AI response, to see how well it matches “with my
presentation on Kaizen methods on performance management” (P188)
or whether it is appropriately “in a manner that address the needs
of the target job role and attract attention of the recruiter” (P123).

Verify information by assessing referenced sources (23/319). Partic-
ipants were generally aware of the issues of hallucination in GenAI,
and manually verify sources that are directly referenced in GenAI
output to ensure they are real and reputable. This is especially true
when users request high stakes information, such as advice for
medical symptoms (e.g., P5), or the references need to be verifiable
for the task to progress, e.g., in P213’s job search: “I was looking for
a full-stack role and there was no such role at the company [websites]
the GenAI listed”.

Verify information by cross-referencing external sources (114/319).
More commonly, knowledge workers cross-referenced information
in the GenAI output against reputable, external sources, to validate
it. For tasks within their domain knowledge, our participants relied

4We acknowledge that this is a necessary oversimplification, and there are degrees of
subjectivity in every criterion.
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on their own knowledge to identify biases and limitations of the
AI response, as noted by P133: “the AI may suggest repertoire [for
the concert I direct], but it sometimes is very American-centric. I often
have to use my judgment to come up with a repertoire that fits my
reality.” For responses involving technical and professional details,
participants cross-referenced technical or formal documenta-
tions such as official manuals, guidelines, and reports to verify the
reliability of the responses. For example, a nurse (P250) verified
a ChatGPT-generated educational pamphlet for newly diagnosed
diabetic patients by cross-checking with the diabetes management
guidelines from her hospital. Similarly, participants verified AI re-
sponses with a more generalweb search for information accessible
from online forums (e.g., Quora, YouTube, Wikipedia) and other
websites. While less common, participants also shared other exter-
nal sources for cross-referencing, such as responses of other GenAI
tools, other task-specialised tools (e.g., language translation), and
consulting human domain experts.

4.1.3 Integrate response. Prior work has suggested GenAI requires
knowledge workers to perform “critical integration” [114]: the work
of editing and incorporating GenAI output into a broader workflow.
Qualitatively, we observe that participants integrate GenAI output
to their tasks in two distinct ways: they focus either on the content
— selecting and manipulating a part of the output for use — or form
— modifying style, wording, tone, etc.

Integrate partial response (36/319). GenAI excels at generating
large amounts of information that appear relevant, and not all of it is
useful. Participants viewed the process of selectively incorporating
the relevant parts of GenAI output into their tasks as critical think-
ing. For example, when P188 used ChatGPT to help her summarise
her past work as an auditor for her resume: “some of the information
provided did not particularly relate to my role and even to the country
I was working in. So rather than copying over everything, I had to
critically evaluate what would apply, the regulations mentioned - do
they apply to the country I work in.”

Modify style to be appropriate for the task (45/319). Finally, partic-
ipants reflected not only on what to incorporate from the response,
but also how to incorporate it. They might add a “personal touch”,
or adjust the tone to align the response with their intended style.
For example, when P210 used ChatGPT to revise his paper abstract,
he had to rephrase the output with a scientific tone because “often
the AI writes awful stuff like “our groundbreaking and fundamental
analysis shows...” that sounds too emphatic and does not fit the scien-
tific style.” Participants also attempted to make the GenAI output
read less “AI-generated” and more personal, as P254 noted: “I did
make sure it [email composed by ChatGPT] read properly and made
sense and did sound like an email that I had composed myself and
that a colleague would send.”

4.2 When knowledge workers perceive the
enaction of critical thinking

Over 936 GenAI tool use examples, participants self-reported having
enacted some critical thinking activity (see Section 4.1) for approxi-
mately 60% (555 out of 936) of them. Both knowledge workers’ task
confidence and their tendency to reflect on work are associated
with when they perceive the enaction of critical thinking during

GenAI tool use (see Perceived Enaction of Critical Thinking in Table
4). We discuss key findings for each type of factor, in turn.

4.2.1 Task Factors. While prior work suggests that knowledge
workers employ task-dependent strategies for GenAI tool use [13],
we did not find a main effect on perceived critical thinking for task
type (Creation, Advice, Information). Instead, users’ perceptions
of confidence — in themselves and in AI doing the task — signifi-
cantly correlated with their perceived enaction of critical thinking.
In line with recent projections that more accessible GenAI tools
may exacerbate the risks of technology over-reliance [29, 102, 130],
our results provide empirical evidence that knowledge workers’
confidence in AI doing the tasks indeed negatively correlates with
their enaction of critical thinking (𝛽=-0.69, 𝑝 < 0.001). Nevertheless,
we also found that knowledge workers’ confidence in doing the
task themselves (𝛽=0.26, 𝑝 = 0.026) and evaluating AI responses
(𝛽=0.31, 𝑝 = 0.046) both positively correlate with their enaction
of critical thinking. These findings suggest that a reflective ap-
proach toward the use of GenAI tools, which can lead to what prior
work refers to as “pathways to non-reliance on AI” [20], is more
likely to occur when knowledge workers have more confidence
in doing the task without AI, or in evaluating AI responses. Our
qualitative analysis (see Section 4.3) finds that participants enacted
critical thinking when trying to improve the quality and mitigate
the negative consequences of AI responses.

4.2.2 User Factors. We also found that knowledge workers’ overall
tendency to reflect on their work had a positive effect on perceived
enaction of critical thinking (𝛽=0.52, 𝑝 < 0.001). This suggests that
knowledge workers who already engage in critical thinking in their
work are likely to continue doing so even when using GenAI tools.
However, in contrast to knowledge workers’ confidence in AI doing
the task at hand (i.e., Confidence in AI, above), which negatively
correlated with their perceived enaction of critical thinking, we
did not find a significant correlation between knowledge work-
ers’ overall trust in GenAI and their perceived enaction of critical
thinking. A possible explanation is that users’ reliance and confi-
dence on AI, as well as their perceived enaction of critical thinking,
might vary across tasks; accordingly, the variance that would have
been explained by the general user-level factor may already be well
captured by the task-level confidence factors.

4.3 Motivators and inhibitors for the perceived
enaction of critical thinking

We analysed participants’ free-text responses about why they en-
gaged in or prioritised critical thinking (or did not do so) when
using GenAI tools for work. We found that enaction of critical
thinking was motivated by improvement in work quality, avoid-
ance of negative outcomes, and skill development. We found many
inhibitors for the enaction of critical thinking related to awareness
(e.g., reliance on AI), motivation (e.g., lack of time), and ability (e.g.,
barriers to improving GenAI output).

4.3.1 Critical thinking motivators.

Work quality (74/319). As shown in Section 4.1, participants’ crit-
ical thinking actions were often performed to improve the quality
of the work artefact being produced. A key motivator for critical
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Table 4: Non-standardised coefficients of the mixed-effects regressions modeling knowledge workers’ perceived enaction of
critical thinking and perceived effort in cognitive activities when using generative AI tools.

Perceived
Enaction of

Critical Thinking
(N=930)

Knowledge
(N=782)

Compre-
hension
(N=849)

Application
(N=768)

Analysis
(N=753)

Synthesis
(N=825)

Evalua-
tion

(N=764)

DV distribution
Binary: True/False
5-Likert: -2/-1/0/1/2

551/ 379 236/326/
191/19/10

333/335/
139/30/12

227/305/
201/23/12

219/320/
184/16/14

267/359/
156/30/13

177/246/
221/84/36

(Pseudo) r square/
conditional r square 0.43 0.33 0.32 0.37 0.43 0.38 0.44

Task Factors
Task type:
Creation 0 r 0 r 0 r 0 r 0 r 0 r 0 r

Task type:
Advice

0.12
(𝑝 = 0.829)

0.04
(𝑝 = 0.816)

0.00
(𝑝 = 0.994)

0.06
(𝑝 = 0.713)

-0.03
(𝑝 = 0.865)

-0.04
(𝑝 = 0.839)

-0.18
(𝑝 = 0.127)

Task type:
Information

0.32
(𝑝 = 0.364)

-0.13
(𝑝 = 0.223)

-0.03
(𝑝 = 0.865)

0.08
(𝑝 = 0.474)

-0.14
(𝑝 = 0.127)

0.01
(𝑝 = 0.967)

0.14
(𝑝 = 0.248)

Confidence
in self

0.26*
(𝑝 = 0.026)

0.02
(𝑝 = 0.713)

0.02
(𝑝 = 0.779)

0.08*
(𝑝 = 0.029)

0.07
(𝑝 = 0.121)

0.01
(𝑝 = 0.965)

0.10*
(𝑝 = 0.027)

Confidence
in AI

-0.69***
(𝑝 < 0.001)

-0.11*
(𝑝 = 0.029)

-0.13*
(𝑝 = 0.014)

-0.09
(𝑝 = 0.128)

-0.15**
(𝑝 = 0.003)

-0.12*
(𝑝 = 0.026)

-0.23***
(𝑝 < 0.001)

Confidence
in evaluation

0.31*
(𝑝 = 0.046)

0.00
(𝑝 = 0.994)

0.00
(𝑝 = 0.97)

-0.06
(𝑝 = 0.364)

0.10
(𝑝 = 0.06)

-0.03
(𝑝 = 0.795)

-0.01
(𝑝 = 0.967)

User Factors
Gender: Man 0 r 0 r 0 r 0 r 0 r 0 r 0 r

Gender:Woman
0.33
(𝑝 = 0.38)

0.03
(𝑝 = 0.865)

-0.03
(𝑝 = 0.865)

-0.02
(𝑝 = 0.967)

-0.15
(𝑝 = 0.248)

-0.14
(𝑝 = 0.29)

-0.21
(𝑝 = 0.127)

Gender: Non-binary 1.11
(𝑝 = 0.517)

0.26
(𝑝 = 0.713)

0.03
(𝑝 = 0.967)

0.14
(𝑝 = 0.865)

-0.51
(𝑝 = 0.338)

-0.25
(𝑝 = 0.718)

-0.45
(𝑝 = 0.495)

Age group: 25-34 0 r 0 r 0 r 0 r 0 r 0 r 0 r

Age group: 18-24 0.14
(𝑝 = 0.849)

0.08
(𝑝 = 0.713)

0.06
(𝑝 = 0.783)

0.04
(𝑝 = 0.865)

0.01
(𝑝 = 0.967)

0.06
(𝑝 = 0.795)

-0.01
(𝑝 = 0.967)

Age group: 35-44 0.31
(𝑝 = 0.59)

0.00
(𝑝 = 0.994)

-0.11
(𝑝 = 0.589)

-0.01
(𝑝 = 0.967)

-0.06
(𝑝 = 0.841)

-0.02
(𝑝 = 0.967)

-0.05
(𝑝 = 0.865)

Age group: 45-54 -0.28
(𝑝 = 0.804)

0.18
(𝑝 = 0.529)

0.24
(𝑝 = 0.378)

0.25
(𝑝 = 0.38)

0.23
(𝑝 = 0.451)

0.17
(𝑝 = 0.589)

0.24
(𝑝 = 0.474)

Age group: 55+ -0.96
(𝑝 = 0.474)

-0.11
(𝑝 = 0.865)

0.04
(𝑝 = 0.967)

-0.23
(𝑝 = 0.713)

-0.25
(𝑝 = 0.713)

0.04
(𝑝 = 0.967)

-0.57
(𝑝 = 0.29)

Occupation’s risk
of automation: Low 0 r 0 r 0 r 0 r 0 r 0 r 0 r

Occupation’s risk
of automation: High

0.17
(𝑝 = 0.74)

0.04
(𝑝 = 0.829)

0.10
(𝑝 = 0.451)

0.15
(𝑝 = 0.248)

0.03
(𝑝 = 0.865)

0.19
(𝑝 = 0.116)

0.16
(𝑝 = 0.29)

Tendency to reflect 0.52***
(𝑝 < 0.001)

-0.01
(𝑝 = 0.967)

0.06
(𝑝 = 0.378)

0.05
(𝑝 = 0.511)

0.01
(𝑝 = 0.967)

0.06
(𝑝 = 0.392)

0.05
(𝑝 = 0.59)

Trust in GenAI -0.01
(𝑝 = 0.967)

-0.12*
(𝑝 = 0.029)

-0.08
(𝑝 = 0.223)

-0.17**
(𝑝 = 0.002)

-0.12*
(𝑝 = 0.046)

-0.05
(𝑝 = 0.499)

-0.24***
(𝑝 < 0.001)

Significance: *p<.05; **p<.01; ***p<.001; r: reference

thinking is to think of ways to improve AI responses. Participants
shared several examples of when the AI response fell short of their
standards, and motivated critical revision. For instance, when P92
generated content with ChatGPT for his company website: “the
output is way too cookie cutter, full of cliché [text] and boring. I have
to edit it a lot to get something out of it that I could ever give to my
bosses.” GenAI output can be too shallow and generic for partici-
pants’ tasks, motivating them to think critically about the depth
and specificity of the work. As P133 noted when using ChatGPT to
write an executive summary: “the AI does not understand the niche
type of work I do. I have to adapt the output to fit my needs.”

Potential negative outcomes (116/319). Participants shared that
their critical thinking was driven by the potential negative out-
comes of their use of GenAI. They wished to avoid harm to their
work, such as program code that produces wrong outcomes (e.g.,
P210), outdated information (e.g., P240), or faulty mathematical
formulas (P155). This is especially the case when GenAI is applied
in high-stakes scenarios and workplaces. For example, P267 used
ChatGPT to help her write the pharmacist continuing professional
development (CPD) documents, “the entry is to be submitted for
review so I would to double check to be sure otherwise I might have to
face suspension.”
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Social conflict was another undesirable outcome that motivated
critical thinking about GenAI output. For example, P101 reported
to a younger supervisor with a different ethnic background. Thus,
when preparing work presentations and emails with ChatGPT, he
must “always consider that hierarchy, age, respect for even Chinese
festivals, [which] are culturally really important for them.”

Skill development (13/319). Finally, knowledge workers are in-
centivised to improve skills and learn best practices for their work,
even when assisted by GenAI tools. Participants were motivated
to enact critical thinking about GenAI output as a means to learn
about the task and not simply rely on AI in the long run. For exam-
ple, when P154 asks ChatGPT for solutions to the issue in a code
snippet, “I make sure that I understood how it works and can do it
by myself next time.” Likewise, P176 used ChatGPT to improve an
important email draft to sound more professional, and he decided
to “read and break down all the suggested corrections to improve my
email writing style”. This helped improve his writing style, and his
later emails “required less correction.”

4.3.2 Critical thinking inhibitors. In this section, we organised the
findings by highlighting the three types of critical thinking barriers
introduced by the use of GenAI tools — i.e., awareness, motivation,
and ability.

Awareness barriers. Potential downstream harms of GenAI re-
sponses can motivate critical thinking (see Section 4.3.1), but only
if the user is consciously aware of such harms. Our analysis finds,
however, that GenAI tools create obstacles for knowledge workers
to be aware of the need for critical thinking, especially when the
tasks are perceived to be less important, and when users trust and
rely on GenAI tools.

Some participants shared examples in which they thought crit-
ical thinking was unnecessary because their use of GenAI tool
is secondary (14/319) to their goals. P147 used “Dall-E for indirect
purposes (visual reference), [so] there’s no need to over-correct what
the AI outputs.” Likewise, participants do not enact critical think-
ing when the task is perceived to be trivial and insignificant
(55/319), such as writing social media posts (P239) and meeting
minutes summary (P271).

Complementing our quantitative findings, knowledge workers’
trust and reliance on GenAI (83/319) doing the task can discour-
age them from critically reflecting on their use of the tools. Users
often adopt a mental model that assumes AI is competent for simple
tasks. This was influenced by users’ prior experience with GenAI
tools, where the AI had proven trustworthy for specific tasks, as
P289 noted: “With straightforward factual information, ChatGPT
usually gives good answers.” For instance, P275 remarked: “It’s a
simple task [make a passage professional] and I knew ChatGPT could
do it without difficulty, so I just never thought about it, as critical
thinking didn’t feel relevant.” This mental model, however, can lead
to overestimating AI capabilities. Some users, like P185, believed
the information provided by GenAI tools was always truthful and
of high quality, while others (e.g., P143, P236) assumed the outputs
would consistently and accurately reflect referenced data sources.
Complementary to the perception of AI as being competent and
capable, some participants expressed self-doubt in their ability to
perform tasks independently, such as verifying grammar in text

(P101) or composing legal letters (P204). This self-doubt led them
to accept GenAI outputs by default — a phenomenon corroborated
by prior studies [117].

Overreliance on computing technology is not a novel phenom-
enon; however, GenAI tools can exacerbate the associated risks.
Indeed, such reliance may be tolerable for low-stakes tasks, like
grammar checking, but it can lead to significant negative outcomes
in high-stakes contexts, like drafting legal documents (e.g., [118]).
While critical thinking may not be necessary for low-stakes tasks,
it is risky for users to only apply critical thinking in high-stakes
situations. Without regular practice in common and/or low-stakes
scenarios, cognitive abilities can deteriorate over time [5], and
thus create risks if high-stakes scenarios are the only opportunities
available for exercising such abilities. This phenomenon is well-
documented, as in Bainbridge’s “Ironies of Automation” [7], and
has been recently revisited in the context of GenAI by Simkute et al.
[122] as the “Ironies of Generative AI”.

Motivation barriers. Knowledge workers also discussed how pri-
oritising critical thinking in their work might be misaligned with
their overall task motivations or job objectives. For example, par-
ticipants discussed a lack of time (44/319) for critical thinking at
work. For instance, a sales development representative (P295) noted
that “[t]he reason I use AI is because in sales, I must reach a certain
quota daily or risk losing my job. Ergo, I use AI to save time and
don’t have much room to ponder over the result.” Even when time
was not constrained, knowledge workers often lacked incentives to
engage in critical thinking when it is perceived as not part of their
job responsibilities (11/319). P232, who used ChatGPT to write
the company’s marketing campaigns: “verification and rewriting is
handled by another part of the team. The team is able to verify, sense
check and modify the content of the landing pages as they see fit.”

Ability barriers. Participants face obstacles to enacting critical
thinking, specifically in verifying and improving GenAI output,
even if they are otherwise motivated to do so. Participants report
barriers to inspect AI responses (58/319), such as not possessing
enough domain knowledge. As P290 noted: “in cases where you
don’t know the specific topic [e.g., translation and math problems],
it’s hard to determine whether the AI is giving the correct answer or
not.”

Even if knowledge workers identify limitations in the GenAI
output, they encounter barriers in revising queries and improv-
ing the response (72/319). For example, P239 received negative
feedback from colleagues for a document that ChatGPT helped
her write, but “I’m not sure how I could have improved the text that
ChatGPT wrote.” Also, GenAI tools can be “stubborn” and do not
follow through with users’ revised prompts, as P208 shared when
asking GenAI to fix an error in his code: “it repeatedly recommended
the wrong solution despite asking for a different suggestion.”

5 Findings for RQ2: When and why do
knowledge workers perceive increased/decreased
effort for critical thinking due to GenAI?

To answerRQ2, we report a descriptive analysis of participants’ per-
ceived effort in cognitive activities associated with critical thinking,
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as defined by Bloom’s taxonomy (Section 5.1) — i.e., recall (Knowl-
edge), organising/translating ideas (Comprehension), problem solv-
ing (Application), breaking down a problem (Analysis), putting
together ideas (Synthesis), and evaluating and quality checking
(Evaluation). We complement this with an analysis of participants’
free text elaborations on why they perceived an increase or de-
crease in effort due to GenAI, observing three qualitative shifts in
critical thinking effort (Section 5.2).

A perceived reduction in effort when using GenAI may be due
to participants 1) enacting the same “amount” of critical thinking
but feeling supported by GenAI, 2) offloading the work of critical
thinking to GenAI, 3) enacting “less” critical thinking overall, or 4)
conflating reduction in cognitive effort in general, with reduction
in critical thinking effort specifically. We address each of these
interpretations in context.

5.1 When knowledge workers perceive
increased/decreased effort for critical
thinking due to GenAI

In the majority of examples, knowledge workers perceive decreased
effort for cognitive activities associated with critical thinking when
using GenAI compared to not using one — examples that were re-
ported as “much less effort” or “less effort” comprise 72% in Knowl-
edge, 79% in Comprehension, 69% in Application, 72% in Analysis,
76% in Synthesis, and 55% in Evaluation dataset (See Figure 2). More-
over, knowledge workers tend to perceive that GenAI reduces the
effort for cognitive activities associated with critical thinking when
they have greater confidence in AI doing the tasks and possess
higher overall trust in GenAI (see Table 4).

5.1.1 Task Factors. We found that knowledge workers’ confidence
in AI doing the tasks negatively correlated with perceived effort for
five of the six cognitive activities (all except Application). The higher
the participant’s confidence in AI, the greater is their perceived re-
duction in effort for Knowledge (𝛽=-0.11, 𝑝 = 0.029), Comprehen-
sion (𝛽=-0.13, 𝑝 = 0.014), Analysis (𝛽=-0.15, 𝑝 = 0.003), Synthesis
(𝛽=-0.12, 𝑝 = 0.026), and Evaluation (𝛽=-0.23, 𝑝 < 0.001). More-
over, knowledge workers’ confidence in themselves doing the task
correlates positively with perceived effort in Application (𝛽=0.08,
𝑝 = 0.029) and Evaluation ((𝛽=0.10, 𝑝 = 0.027). We qualitatively
analyse participant rationales in the next section in more detail,
but one explanation for why knowledge workers’ confidence in AI
and in themselves had the opposite effects on perceived effort in
these cognitive activities is the following. GenAI tools can decrease
knowledge workers’ cognitive load by automating a significant por-
tion of their tasks, but as knowledge workers have more confidence
in doing the task themselves, they employ more engaged practices
in steering AI responses, especially when applying (Application)
and evaluating (Evaluation) AI responses.

These findings, along with our quantitative findings for RQ1,
reveal a connection between knowledge workers’ self-confidence
and confidence in AI and their perceived critical thinking during
GenAI tool use: 1) a higher confidence in GenAI is associated
with less critical thinking even though it is perceived as less
effort to do so, and 2) a higher self-confidence is associated
with more critical thinking even though it is perceived as

more effort to do so. We discuss this in more detail in Section
6.1.1.

5.1.2 User Factors. In contrast to our findings about knowledge
workers’ perceived enaction of critical thinking (see Section 4.2),
we found no significant correlation between their overall tendency
to reflect and perceived effort of critical thinking for any cognitive
activities. This suggests that knowledge workers who do (or do not)
tend to reflect on their work do not necessarily perceive a higher or
lower effort of critical thinking with GenAI. However, knowledge
workers’ overall trust in GenAI was negatively correlated with
perceived effort for four of the six cognitive activities — i.e., higher
trust in the technology is associated with less perceived effort
for Knowledge (𝛽=-0.12, 𝑝 = 0.029), Application (𝛽=-0.17, 𝑝 =

0.002), Analysis (𝛽=-0.12, 𝑝 = 0.046), and Evaluation (𝛽=-0.24, 𝑝 <

0.001). Thus, knowledge workers with higher levels of trust in
GenAI — generally or for specific tasks — perceive engaging in
critical thinking activities to be less effortful. A possible explanation,
supplemented with our qualitative analysis in RQ1 (see Section
4.3.2), is that trust and reliance on GenAI inhibit the enaction of
critical thinking, i.e., users underinvest in critical thinking when
using GenAI.

5.2 Why knowledge workers perceive
increased/decreased effort for critical
thinking due to GenAI

To understand why participants perceived an increase or decrease
in the effort of critical thinking due to GenAI, we analysed the
free-text responses in which they were asked to elaborate, mapping
the responses onto the six cognitive activities.

We found that GenAI tools shift the effort of critical thinking
in three distinct ways: for Knowledge and Comprehension, the
effort shifts from information gathering to information verification;
for Application, effort shifts from problem-solving to AI response
integration; and for Analysis, Synthesis, and Evaluation, effort shifts
from task execution to task stewardship.

5.2.1 Knowledge & Comprehension: From information gathering to
information verification. Efforts invested in Knowledge (e.g., retriev-
ing relevant information) and Comprehension (understanding that
information) often go hand in hand when using GenAI tools. In
general, participants perceived less effort in retrieving and curating
task-relevant information, because GenAI automates the process.
However, they perceived more effort in verifying the information
in the AI response.

Participants perceived less effort to fetch task-specific infor-
mation at scale, and in real-time (111/319). For instance, P232
shared that her market research results through ChatGPT “are im-
mediate and at a sufficient level of detail for me to get to grips with
the basics of the industries. I would otherwise have to read a lot of
press reports and subscribe to multiple newsletters.”

GenAI tools are perceived to organise and present informa-
tion in a readable format (87/319). For example, P86 compared
his experience in searching in a web browser with that in Chat-
GPT: “ Research using Google is time-consuming; even clicking on
a couple of websites takes more time than asking a single question
to an LLM. Also, the LLM produces organized answers... the tools
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Figure 2: Distribution of perceived effort (%) in cognitive activities (based on Bloom’s taxonomy) when using a GenAI tool
compared to not using one.

and techniques were categorized by type, and a dotted list was pro-
duced for each.” Participants find it less effort to re-structure and
summarise information in GenAI tools. E.g., P137 tried to update
protocol documents to comply with a new standard: “ I did not have
to check the templates one by one... Questions I had related to the
procedures were answered by the GenAI, and it helped me to know
better this new standard.”

However, many participants shared examples when they per-
ceivedmore effort in information retrieval because theAI response
can bewrong and needs verification (56/319). For example, when
a lawyer (P147) used ChatGPT to find relevant laws for a legal case,
he noticed “AI tends to make up information to agree with whatever
points you are trying to make, so it takes valuable time to manually
verify.”

5.2.2 Application: From problem-solving to response integration.
GenAI can contextually apply knowledge to users’ specific ques-
tions and examples, reducing perceived effort for Application over-
all. However, users must instead spend effort integrating GenAI
output, in form and content (as mentioned in Section 4.1.3).

Participants perceived less effort in problem-solving and ques-
tion answering because GenAI tools provide personalised solu-
tions to their problems (77/319). For example, P154 compared his
experience in reviewing code with and without ChatGPT: “trying
to understand how something works or understanding the problem
is the main challenge. People have to “google” a lot. Find the correct
information and then try to find people facing similar problems. That
takes a lot of effort. GPT simply answers those very fast and easily
and mostly correctly.”

With in-context learning, GenAI can also apply users’ exam-
ples to new context (9/319). For example, participants used GenAI
tools to generate text, guided with examples: “company has a set
out list of possible scenarios and how we can address them, all I have
to do is feed it to the AI, and it would generate a set response based
on the data given” (P268).

Despite the ability for contextual tailoring, participants still
reported an increased effort in having to apply the responses

(19/319) to their tasks and to meet specific needs. For example,
when P51 wrote a promotional blog post for their product launch,
“the AI-generated content required substantial editing to align with
specificmarketing guidelines and tone preferences. This editing process
could be time-consuming, particularly when ensuring that techni-
cal details were accurate and comprehensible to our target audience.”
Additional application effort is incurred when knowledge workers
integrate AI-generated content with content from other sources, or
misjudge the extent to which GenAI output will be contextualised
to their scenario. As P36 noted “the extra effort in determining that
the code generated matched my existing code, and making subsequent
alterations to make it fit was more effort than just doing it myself in
the end.”

5.2.3 Analysis, Synthesis, and Evaluation: From task execution to
task stewardship. Participants perceived these activities, overall, to
require less effort due to GenAI tools. Specifically, GenAI helps
knowledge workers scaffold complicated tasks and information; it
helps knowledge workers automate artefact creation; and it helps
form feedback cycles that knowledge workers otherwise do not
have access to. Nevertheless, knowledge workers perceived in-
creased effort spent on AI stewardship — translating intentions
into queries, steering AI responses, and assessing if the AI response
meets their quality standards for work, while retaining accountabil-
ity for the work.

Analysis. Participants reported reduced effort when GenAI tools
helped to scaffold complicated tasks and information (48/319).
For instance, P203 used ChatGPT to write a complex Slack message
to an unfamiliar colleague, and “GenAI broke down the problem.”
This helped her think Analytically, to derive criteria such as to
“make sure the message structure is to the point and understandable to
someone who doesn’t have the same background knowledge” as well
as “ensure that I am not missing elements or being confusing with
examples.”

However, GenAI tools also require users to articulate their
needs and translate intentions into a query (45/319), which
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was perceived to increase Analysis effort. As mentioned in Section
4.1.1, revising queries is a critical thinking activity specific to GenAI
use. P24 described several phases of image generation prompting,
saying “Image generation requires more effort for everything except
the actual image generation. I have to think of what I want to be
drawn, then on how the AI wants it described, then correct it when it
makes wacky outputs.”

Synthesis. Participants perceived less effort when GenAI auto-
mates the creation process (129/319), such as drafting documents,
responding to emails, or generating code.

However, participants noted that the reduced effort in Synthesis
could lead to less critical engagement with the task. For instance,
P131, when generating advising campaigns for her business, re-
marked having “to read what ChatGPT generates and make sure that
it’s what I want, but not to [let it] think the whole idea.” Moreover,
participants perceived it to be more effort to constantly steer AI
responses (48/319), which incurs additional Synthetic thinking
effort due to the cost of developing explicit steering prompts. For
example, P110 tried to use Copilot to learn a subject more deeply,
but realised: “its answers are prone to several [diversions] along the
way. I need to constantly make sure the AI is following along the
correct ‘thought process’, as inconsistencies evolve and amplify as I
keep interacting with the AI.”

Evaluation. Finally, critical thinking is perceived to be less effort
because GenAI tools provide personalised feedback loops for
tasks (40/319) that users otherwise do not have access to. For
example, to edit text P313 said he previously “would often go through
multiple rounds of checks by others [humans] for feedback”, but with
GenAI could do so “onmy own time” by asking the “AI to do alternate
versions, and compare what I like and don’t”.

In certain cases where GenAI is perceived to have a strength
relative to the user’s own capability (e.g., in spelling or grammar in a
non-native language), GenAI responses are perceived to make
few mistakes (19/319). Thus, participants perceived a reduced
effort needed for Evaluation, as P239 noted: “I can be confident that
everything is spelt correctly, I don’t need to second guess myself... I can
get the reassurance I need without having to bother another person to
check it for me.”

Those cases notwithstanding, as noted in Section 4.1.2, partici-
pants needed to evaluate AI-generated content (42/319) through
several objective and subjective criteria, and reported increased
effort in doing so.

6 Discussion
6.1 Implications for Designing GenAI Tools

That Support Critical Thinking
6.1.1 Self-Confidence and Task Confidence. Task confidence ap-
pears to significantly influence knowledge workers’ perceived en-
action of critical thinking and the effort they invest in it. Specif-
ically, a user’s confidence in GenAI is predictive of the extent to
which critical thinking is exercised in GenAI-assisted tasks. Both
our quantitative and qualitative results suggest that higher confi-
dence in GenAI is associated with less critical thinking, as GenAI
tools appear to reduce the perceived effort required for critical

thinking tasks among knowledge workers. Conversely, with the im-
portant caveat that users’ self-confidence is a subjective measure of
their knowledge, experiences, and abilities on the tasks [20, 59, 85],
higher self-confidence is associated with more critical thinking,
even though workers who are confident in their own skills tend to
perceive greater effort in these tasks, particularly when evaluating
and applying AI responses.

Our analysis does not establish causation. However, based on our
evidence, it is possible that fostering workers’ domain expertise and
associated self-confidence may result in improved critical thinking
when using GenAI. Task confidence significantly influences how
users engage with AI tools, particularly in the context of human-
AI “collaboration” (notwithstanding objections to that term [113]).
Previous frameworks have categorised human-AI collaborations
by how often the user or the AI initiates an action [95], and which
entity takes on a “supervisory” role [88]. Our findings shed light
on this issue in the context of GenAI-assisted knowledge work.
High task confidence is associated with users’ ability to delegate
tasks effectively, fostering better stewardship while maintaining
accountability. Conversely, lower self-confidence may lead users to
rely more on AI, potentially diminishing their critical engagement
and independent problem-solving skills. This reliance on AI can be
seen as a form of cognitive offloading [8], where users depend on
AI to perform tasks they feel less confident in handling themselves.

Confidence in AI is associated with reduced critical thinking
effort, while self-confidence is associated with increased critical
thinking effort. This duality indicates that design strategies should
focus on balancing these aspects. The aims are both to improve
the quality of AI-assisted tasks and also to empower users to de-
velop their skills and maintain a balanced “relationship” with AI.
To address task confidence recalibration, AI tools could incorpo-
rate feedback mechanisms that help users gauge the reliability of
AI outputs, when to trust the AI and when to apply their critical
thinking skills. This aligns with the goals of explainable AI [33].
Moreover, the user should remain responsible and accountable for
the outcome. AI tools must support users in actively and critically
customising and refining AI-generated content. Tools may incorpo-
rate explicit controls for users to regulate the extent of AI assistance,
depending on their confidence levels and the task’s complexity.

6.1.2 Awareness, Motivation, and Execution of Critical Thinking.
Our study identifies key motivators for and inhibitors of critical
thinking among knowledge workers using GenAI. The design im-
plications are clear: critical thinking interventions for GenAI tools
should aim to enhance and leverage motivators while mitigating
and avoiding inhibitors.

One design approach is to enhance awareness of critical thinking
opportunities. Our findings indicate that knowledge workers tend
to forgo critical thinking for tasks perceived as unimportant or
secondary, while engaging in it when aiming to improve task quality
or avoid negative outcomes. This suggests a need for both proactive
and reactive critical thinking interventions. Proactive systems take
the initiative [52] to interrupt the user to highlight the need and
opportunity for critical thinking in situations where it is likely to be
overlooked; a reactive approach would allow the user to explicitly
request critical thinking assistance when it is consciously needed.
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Another approach is to increase themotivation to think critically.
Our study reveals that knowledge workers often neglect critical
thinking when they perceive it as outside their job scope, but en-
gage in it when aiming to improve their professional skills. Thus,
critical thinking interventions for GenAI tools could be positioned
as contributing to long-term skill development and professional
growth, as opposed to an extraneous “co-auditing” [46] task that is
only relevant on a task-by-task basis.

Finally, design could aim to enhance the ability to execute critical
thinking. We find that knowledge workers often refrain from criti-
cal thinking when they lack the skills to inspect, improve, and guide
AI-generated responses. GenAI tools could incorporate features
that facilitate user learning, such as providing explanations of AI
reasoning, suggesting areas for user refinement, or offering guided
critiques. The tool could help develop specific critical thinking
skills, such as analysing arguments [72], or cross-referencing facts
against authoritative sources. This would align with the motivation-
enhancing approach of positioning AI as a partner in skill develop-
ment.

6.2 Shifts in Critical Thinking Due to
Generative AI

Critical thinking in knowledge work involves a range of cognitive
activities, such as analysis, synthesis, and evaluation. We observed
that the use of GenAI tools shifts the knowledge workers’ perceived
critical thinking effort in three ways. Specifically, for recall and
comprehension, the focus shifts from information gathering to
information verification. For application, the emphasis shifts from
problem-solving to AI response integration. Lastly, for analysis,
synthesis, and evaluation, effort shifts from task execution to task
stewardship.

The use of GenAI in knowledge work creates new cognitive
tasks for knowledge workers. The task of response integration is
a prime example. Knowledge workers must assess AI-generated
content to determine its relevance and applicability to their specific
tasks, often modifying the style and tone to align with the intended
purpose and audience.

Conversely, some cognitive tasks become less necessary due to
GenAI. For instance, information gathering has been significantly
reduced. GenAI tools automate the process of fetching and curating
task-relevant information, making it less effortful for knowledge
workers. As a result, the cognitive load associated with searching
for and compiling information has decreased.

Some cognitive tasks remain, but have evolved in their nature due
to GenAI. One such is information verification; cross-referencing
AI-generated outputs with external sources and their own expertise
to ensure accuracy and reliability. Workers have always needed to
verify the information they work with, but as a tool, GenAI has
its own particular strengths and failure modes when it comes to
correctness, accuracy, and bias.

With GenAI, knowledge workers also shift from task execution
to oversight, requiring them to guide and monitor AI to produce
high-quality outputs — a role we describe as “stewardship”. It is
not that execution has disappeared altogether, nor is having high-
level oversight on a task an entirely new cognitive role, but there
is a shift from the former to the latter. Unlike in human-human

collaboration, in a human-AI “collaboration”, the responsibility and
accountability for the work still resides with the human user despite
the labour of material production being delegated to the GenAI tool,
which makes stewardship strike us as a more appropriate metaphor
for what the human user is doing, than teammate, collaborator, or
supervisor.

In light of these changes, training knowledge workers to think
critically when working with GenAI should focus on developing
skills in information verification, response integration, and task
stewardship. Training programs should emphasise the importance
of cross-referencing AI outputs, assessing the relevance and ap-
plicability of AI-generated content, and continuously refining and
guiding AI processes. Additionally, a focus on maintaining founda-
tional skills in information gathering and problem-solving would
help workers avoid becoming overreliant on AI [102].

6.3 Limitations
Our study has limitations that warrant consideration and offer
avenues for future research. Firstly, we observed that participants
occasionally conflated reduced effort in using GenAI with reduced
effort in critical thinking with GenAI. This misconception may stem
from the infrequent contemplation of critical thinking in their daily
tasks (regardless of whether they use GenAI), potentially leading
to inaccurate self-reporting. This conflation often occurred when
participants were satisfied with AI-generated responses, suggesting
that when AI produces expected outcomes, users may engage in
less critical evaluation. Future studies could employ alternative
measures of critical thinking, such as think-aloud protocols or task-
based assessments, to better differentiate between effort reduction
and critical thinking processes.

Secondly, we assess users’ subjective task confidence following
prior work on AI-assisted decision-making [20, 59, 85]. Still, one’s
subjective self-confidence may not always be well-calibrated with
respect to objective expertise on tasks [39, 130]. Future work should
explore this subjective/objective distinction in the context of critical
thinking with GenAI in knowledge work.

Thirdly, our survey was conducted exclusively in English, with
participants required to be fluent English speakers. This approach
ensured consistency in data collection and feasibility of analysis by
our English-speaking research team, but has no representation of
non-English speaking populations or multilingual contexts. Future
research could explore cross-linguistic and cross-cultural perspec-
tives on GenAI usage and critical thinking.

Fourthly, our sample was biased towards younger, more tech-
nologically skilled participants who regularly use GenAI tools at
work at least once per week. This demographic skew may not fully
represent the broader population of knowledge workers, poten-
tially overlooking the experiences and perceptions of older or less
tech-oriented professionals.

Lastly, GenAI tools are constantly evolving, and the ways in
which knowledge workers interact with these technologies are
likely to change over time. We adopted the task taxonomy due to
Brachman et al. [13] to capture relatively stable and coarse-grained
characteristics of tasks without overcomplicating our explanatory
models. Future work on different goals can expand our measures
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with more detailed categorisation and/or task-specific measure-
ments (e.g., task difficulty and skill). To that end, our study provides
a valuable baseline for understanding critical thinking in the con-
text of current GenAI tools. In future work, longitudinal studies
tracking changes in AI usage patterns and their impact on critical
thinking processes would be beneficial. Additionally, developers of
GenAI tools can deploy telemetry, within-tool surveys, or experi-
ence sampling to their users, to gain more insight into how specific
tools can evolve to better support critical thinking in different tasks.

7 Conclusion
We surveyed 319 knowledge workers who use GenAI tools (e.g.,
ChatGPT, Copilot) at work at least once per week, to model how
they enact critical thinkingwhen usingGenAI tools, and howGenAI
affects their perceived effort of thinking critically. Analysing 936
real-world GenAI tool use examples our participants shared, we
find that knowledge workers engage in critical thinking primarily
to ensure the quality of their work, e.g. by verifying outputs against
external sources. Moreover, while GenAI can improve worker effi-
ciency, it can inhibit critical engagement with work and can poten-
tially lead to long-term overreliance on the tool and diminished skill
for independent problem-solving. Higher confidence in GenAI’s
ability to perform a task is related to less critical thinking effort.
When using GenAI tools, the effort invested in critical thinking
shifts from information gathering to information verification; from
problem-solving to AI response integration; and from task execu-
tion to task stewardship. Knowledge workers face new challenges
in critical thinking as they incorporate GenAI into their knowledge
workflows. To that end, our work suggests that GenAI tools need
to be designed to support knowledge workers’ critical thinking by
addressing their awareness, motivation, and ability barriers.
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3) how you used the GenAI tool, including any prompts (it
may help to look at your GenAI tool chat history, or if you
cannot recall the exact prompts you used, please include a
rough equivalent). [Free response]

2. For the specific example you share, what best describes this
task?

(a) Generate something (e.g., text, Python code, or image) to
be used directly.

(b) Generate something (e.g., text, Python code, or image) to
be used with some modification.

(c) Generate an idea to be used indirectly (e.g., use a chatbot
to generate product ideas to help you think, but you won’t
use the text in a document).

(d) Seek a fact or piece of information (e.g., find specific in-
structions for a tool, or search my document for relevant
passages).

(e) Learn about a new topic more broadly (e.g., how can I get
a job as a software engineer).

(f) Generate a shorter version of a piece of content that de-
scribes the important elements (e.g., summarise text from
external websites).

(g) Discover a new insight about information or data (e.g.,
analyse a spreadsheet or CSV file for business insights).

(h) Generate a better version (e.g., re-write text that was too
long or complex).

(i) Get guidance about how to make a decision (e.g., try to
figure out the ideal amount of time a project should take).

(j) Check whether an artefact satisfies a set of rules, con-
straints, quality checks, or formatting requirements (e.g.,
document checking to ensure all required elements are
included).

(k) Other: [Free response]
3. Did GenAI make your work easier or harder? When you

used a GenAI tool for this task, did you have to put in more
effort or less effort for the following activities you may have
performed during the task, compared to when you did not
use GenAI? (1: Much less effort; 5: Much more effort; N/A:
this activity is not relevant to the task):

(a) Recall: Recognizing or remembering facts, terms, basic
concepts, or answers

(b) Organising/translating ideas: Organizing, summarising,
translating, generalising, giving descriptions, and stating
the main ideas

(c) Problem solving: Using acquired knowledge to solve prob-
lems in new situations

(d) Breaking down a problem: Examining and breaking in-
formation into component parts, determining how the
parts relate to one another, identifying motives or causes,
making inferences, and finding evidence to support gen-
eralisations

(e) Putting together ideas: Building a structure or pattern
from diverse elements; putting parts together to form a
whole or bringing pieces of information together to form
a new meaning

(f) Evaluating and quality checking: Presenting and defend-
ing opinions by making judgments about information,

the validity of ideas, or quality of work based on a set of
criteria

4. If you selected “more effort” or “much more effort” for any
of the activities above, please explain why those activities
require more effort with GenAI, compared to when you did
not use GenAI. [Free response]

5. If you selected “less effort” or “much less effort” for any of the
activities above, please explain why those activities require
less effort with GenAI, compared to when you did not use
GenAI. [Free response]

6. Have you ever done any reflective/critical thinking (e.g.,
reflect on your use and the outputs you got from LLM tools)
when doing this task with GenAI tool? [Yes/No]

7. (If selected Yes in Q6)
(a) What type of reflective/critical thinking tactic(s) did you

do to for this task in GenAI? (select all that apply)
(i) Reflecting on facts or basic concepts, and cross-check

AI output with other sources. (Example: After the AI
generates a summary of a historical event, you verify
the dates and key figures by looking them up on trusted
websites or in textbooks.)

(ii) Reflecting on organisation, summarization, and gener-
alisation. Consider whether the AI output is well struc-
tured and formatted, whether it is too long/short, etc.
(Example: You receive a report from the AI and check
if the sections are clearly divided, headings are prop-
erly used, and the summary accurately reflects the main
points without missing any critical information.)

(iii) Reflecting on how knowledge is applied, such as consid-
ering whether AI correctly understood and applied any
high-level concepts in your work, and reflecting on your
own application of knowledge. (Example: When the AI
writes a technical explanation, you review it to ensure
that it correctly applies industry-specific terminology
and concepts, such as proper use of scientific methods
or legal principles.)

(iv) Reflecting on individual elements and their relationship.
Thinking about whether the AI output flows logically,
whether different claims are coherent with each other,
etc. (Example: TheAI creates a persuasive essay, and you
evaluate whether each argument builds logically on the
previous one and whether there are any contradictions
or gaps in the reasoning.)

(v) Reflecting on how ideas are combined to form new
meaning. (Example: The AI proposes a new business
strategy by combining market analysis, customer feed-
back, and competitor data. You assess whether these
elements are integrated in a way that offers a novel and
feasible approach.)

(vi) Reflecting on the quality of the work, such as making
sure the work meets objective standards and expecta-
tions in your workplace, and also deciding what quality
standards matter and when to apply them.(Example:
You review an AI-generated project proposal to ensure
it meets your company’s standards for clarity, thorough-
ness, and professionalism, and aligns with the objectives
of the task.)
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(vii) Other: [Free response]
(b) Please share one real-world example when you applied

the critical thinking tactic(s) to this task, and explain why
you did critical thinking. [Free response]

(c) When applying this critical thinking tactic during your use
of GenAI tool, have you ever encountered any challenges
and obstacles? [Free response]

(d) How did you learn to apply critical/reflective thinking
when using GenAI? (select all that apply)
(i) Informally, at school or university (e.g., learnt from

peers, or picked it up over time)
(ii) Through formal training at school or university (e.g.,

took a course)
(iii) Informally, at myworkplace (e.g., learnt from colleagues,

or picked it up over time)
(iv) Through formal training after school or university (e.g.,

took a professional development seminar)
(v) Other: [Free response]

8. (If selected No in Q6)
(a) What prevented you from applying critical thinking strate-

gies when doing this task with GenAI? (select all that
apply)
(i) Not enough time in my schedule
(ii) Not prioritised by management
(iii) Not sure how to verify information
(iv) Not sure how to improve AI suggestions quality
(v) It didn’t occur to me
(vi) The task doesn’t require critical thinking
(vii) Other: [Free response]
(b) Please tell us why you chose the answer(s) above: [Free

response]
9. Why do you use GenAI for this task? (select all that apply)
(a) It helps me save time
(b) It helps me do the work better
(c) It helps me make progress when I am stuck
(d) It helps me be more creative and get more ideas
(e) It helps me do things that I don’t have the expertise to do

myself
(f) Other reason: [Free response]

10. Would you like GenAI to automate this task entirely? [Yes/No]
11. Your confidence in doing the task with and without GenAI

(1: Not at all confident; 5: Extremely confident):
(a) How confident are you in your ability to do this task with-

out GenAI?
(b) How confident are you in the ability of GenAI to do this

task?
(c) How confident are you, in the course of your normal work

(e.g., accounting for time and resource demands of your
task), in evaluating the output that AI produces for this
task?

A.1.2 User Questions.

1. What GenAI tools do you use in your work? (check all that
apply)

(a) ChatGPT
(b) Gemini website
(c) Gemini in Google products such as Gmail, Google Slides

(d) Copilot website (formally known as Bing Chat)
(e) Microsoft 365 Copilot (embedded with Office apps such

as Word)
(f) Claude.ai
(g) DeepAI AI Chat
(h) Pi.ai
(i) Perplexity.ai
(j) Dall-E
(k) Stable Diffusion
(l) Midjourney

(m) Other: [Free response]
2. What is your age range?
(a) 18-24
(b) 25-34
(c) 35-44
(d) 45-54
(e) 55 or over
(f) Prefer not to say

3. What is your gender identity?
(a) Man
(b) Woman
(c) Non-binary/gender diverse
(d) Prefer not to say

4. What is currently your primary country of residence? [Free
response]

5. What is your job title? [Free response]
6. Which of these best describes your work?
(a) Military
(b) Transportation and Material Moving
(c) Production
(d) Installation, Maintenance, and Repair
(e) Construction and Extraction
(f) Farming, Fishing, and Forestry
(g) Office and Administrative Support
(h) Sales and Related
(i) Personal Care and Service
(j) Building and Grounds Cleaning and Maintenance
(k) Food Preparation and Serving Related
(l) Protective Service

(m) Healthcare Support
(n) Healthcare Practitioners and Technical
(o) Arts, Design, Entertainment, Sports, and Media
(p) Educational Instruction and Library
(q) Legal
(r) Community and Social Service
(s) Life, Physical, and Social Science
(t) Architecture and Engineering
(u) Computer and Mathematical
(v) Business and Financial Operations
(w) Management
(x) Other: [Free response]

7. To what extent do you agree with the following statements,
regarding your daily work? (1: Strongly disagree; 5: Strongly
agree)

(a) I sometimes question the way others (e.g., your colleagues)
do something and try to think of a better way.
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(b) I like to think over what I have been doing and consider
alternative ways of doing it.

(c) I often reflect on my actions to see whether I could have
improved on what I did.

(d) I often re-appraise my experience so I can learn from it
and improve for my next performance.

8. For the below listed items, please read each statement care-
fully. Using the 5-point scale ranging from 1 (Strongly dis-
agree) to 5 (Strongly agree), select the answer that most
accurately describes your feelings.

(a) Generally, I trust GenAI.
(b) GenAI helps me solve many problems.
(c) I think it’s a good idea to rely on GenAI for help.
(d) I don’t trust the information I get from GenAI.
(e) GenAI is reliable.
(f) I rely on GenAI.
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Table 5: Codebook for the qualitative analysis.

RQ1: How do knowledge workers perceive the enaction of critical thinking when using GenAI?
Goal and query formation Critical thinking motivators
Form goal Work quality
Form query Potential negative outcomes

Skill development
Inspect response
Ensure quality through objective criteria Critical thinking inhibitors
Ensure quality through subjective standards Awareness barriers
Verify information by assessing referenced sources - use of GenAI tool is secondary
Verify information by cross-referencing external sources - task is perceived to be trivial and insignificant

- trust and reliance on GenAI
Integrate response Motivation barriers
Integrate partial response - lack of time
Modify style to be appropriate for the task - not part of their job responsibilities

Ability barriers
- barriers to inspect AI responses
- barriers in revising queries and improving the response

RQ2: Why do knowledge workers perceive increased/decreased effort for critical thinking due to GenAI?
Knowledge & Comprehension Analysis, Synthesis, and Evaluation
Fetch task-specific information at scale, in real-time Scaffold complicated tasks and information
Organise and present information in a readable format Automate the creation process
AI response can be wrong and needs verification Provide personalised feedback loops for tasks

GenAI responses are perceived to make few mistakes
and easy to review

Application Users need to articulate the need and translate
intentions into a query

Provide personalised solutions to their problems Users need to steer AI responses
Apply users’ examples to new context Users need to evaluate AI-generated content
Users need to apply the responses to their tasks
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